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Abstract

Adjoint tomography has recently been applied to ambient noise data as a new and promising tomographic method that utilizes simulation-based 3-D sensitivity kernels rather than ray theory used in traditional ambient noise tomography. However, to date, most studies of ambient noise adjoint tomography only use vertical-component Rayleigh waves. In this study, we develop a theoretical framework for calculating sensitivity kernels for multicomponent empirical Green's functions extracted from ambient noise data. Under the framework of the adjoint method, we demonstrate that a horizontal component (transverse-transverse or radial-radial) kernel can be constructed from the interaction of wave fields generated by point-force sources acting in the north and east directions based on rotation relationships. Our method is benchmarked for a 3-D heterogeneous isotropic model by comparing rotated seismograms, individual, and event traveltime misfit kernels with corresponding references computed by numerical simulations with sources directly placed in the radial or transverse directions. Based on our new method, we perform the first Love-wave ambient noise adjoint tomography in southern California and construct an improved $V_{SH}$ model. Our method for computing sensitivity kernels of multicomponent empirical Green's functions provides the basis for multicomponent ambient noise adjoint tomography in imaging radially anisotropic shear-wave velocity structures.

1. Introduction

In the past few years, surface waves from ambient noise cross-correlation functions (NCFs) have been used in full-wave inversions through either the scattering-integral (e.g., Zhao et al., 2005) or adjoint method (e.g., Tromp et al., 2005) based on numerical methods for seismic wave simulations such as finite-difference modeling (e.g., Gao & Shen, 2014; Lee et al., 2014) or spectral element method (SEM; e.g., Chen et al., 2014; Wang et al., 2018; Zhu, 2018). Compared with conventional ambient noise tomography (ANT; e.g., Bensen et al., 2009; Luo et al., 2015; Yao et al., 2008) (two-step inversion), the simulation-based ANT differs in several aspects: (1) Phase traveltime misfits in multiple period bands (e.g., Chen et al., 2014; Wang et al., 2018; Zhu, 2018) are measured instead of dispersion curves (e.g., Bensen et al., 2009; Luo et al., 2015; Yao et al., 2008) (two-step inversion); and (2) iterative optimization inversion (e.g., Luo, 2012; Tape et al., 2009; Zhu et al., 2012) is used to directly invert for Vs structures instead of the intermediate step of constructing period-dependent 2-D phase maps (e.g., Lin et al., 2008; Yang et al., 2007; Yao et al., 2006) followed by a 1-D inversion for depth-dependent Vs structure (e.g., Bensen et al., 2009; Luo et al., 2015; Yao et al., 2008) (two-step inversion); and (3) accurate 3-D kernels are computed based on numerical methods (Liu & Tromp, 2006; Zhao et al., 2005) instead of ray theory (e.g., Barmin et al., 2001; Rawlinson & Sambridge, 2004) and other analytic methods (Herrmann & Ammon, 2004; Masters et al., 2007) used in the two-step inversion. The simulation-based method has shown several advantages over traditional ANT, including more realistic sensitivity kernels for 3-D structural updates and more resolving power for strong velocity variations (e.g., Chen et al., 2014; Wang et al., 2018).

Currently, ambient noise adjoint tomography (ANAT) or simulation-based ANT studies have only utilized vertical-vertical (Z-Z) component Rayleigh-wave empirical Green's functions (EGFs) extracted from...
vertical-component ambient noise to resolve isotropic structures. No ANAT study has attempted to use
signals from other components, such as Love-wave signals from transverse-transverse (T-T) component,
presumably owing to significant computational cost needed to construct T-T or radial-radial (R-R) com-
ponent kernels based on numerical simulations. Additional T-T and R-R component EGFs in ANAT
are complementary to Z-Z component EGFs and allow the inversion for vertical-polarized \(V_{SI}^r\) and
horizontal-polarized \(V_{SI}^s\) shear-wave velocities, that is, radial anisotropy. This calls for an efficient com-
putation method of constructing event kernels (Tape et al., 2007) for horizontal-component (T-T and R-R)
EGFs in ANAT, which is the primary goal of this study.

To compute the event kernels for Rayleigh-wave type ANAT using only Z-Z component EGFs, a vertical
point-force source is first implemented at the master station on the surface to generate the forward wave-
field. Then the adjoint wavefield is constructed by placing vertical adjoint sources at all receivers and is
time convolved with the forward wavefield to generate the event kernel. The reason that adjoint sources can
be applied simultaneously at all receivers is because all these sources act in the vertical direction. In com-
parison, for Love-wave type ANAT, a transverse-component point-force source needs to be injected at the
master station for the forward field as well as at each receiver for the adjoint field. However, since differ-
ent source-receiver pairs have different azimuths, it becomes impossible to construct a similar event kernel
for all receivers with only one forward and adjoint simulation. In order to solve this problem, we propose
to perform two forward simulations (with a point force injected in the north or east direction at the master
station) and two adjoint simulations. The resulting two kernels from time convolution of these forward and
adjoint fields can be summed to obtain a T-T or R-R kernel based on rotation relationships.

This paper is organized as follows: In section 2, we derive the formulas for computing multicomponent
individual and event kernels based upon rotation relationships. Then in section 3, the rotated seis-
mosgrams and kernels are validated by numerical simulations. To demonstrate the applicability of these event kernels,
in section 4, we apply our method to imaging \(V_{SI}^r\) structures beneath southern California based on T-T
component Love-wave EGFs. Finally, in section 5, we extend the concept of our method to the construction
of 3-D kernels for radially anisotropic velocity parameters and Rayleigh-wave ellipticity and also briefly
discuss the effect of unevenly distributed noise sources on the construction of 3-D kernels.

2. Methodology

The theory of adjoint tomography (sometimes is also referred to as full-wave inversions) has been well doc-
umented in the literature (e.g., Fichtner, 2010; Liu & Gu, 2012; Tromp et al., 2005). Based on the formal
kernel expressions in Tromp et al. (2005), we introduce a compact expression for a generic kernel as

\[
K(x) = u(x, t; x_s) \otimes u^*(x, t - t; x_s),
\]

where \(u(x, t; x_s)\) is a forward wavefield emitted from a source \(x_s\) and \(u^*(x, t - t; x_s)\) is an adjoint wavefield
generated by the time-reversed adjoint sources injected at receivers \(x_r\). The \(\otimes\) operator represents differ-
ent interactions of the forward and adjoint field for different types of kernels; the detailed expressions can
be found in Appendix A. Note that here the background model through which both forward and adjoint
wavefields propagate can be either isotropic or anisotropic.

2.1. Rotation of Coordinate Systems

As rotations of seismograms are involved in constructing multicomponent adjoint sources, we define an
orthonormal matrix \(A\) that represents the rotation from a natural coordinate system with unit vectors in the
east, north, and vertical directions, \(\{\hat{x}_e, \hat{x}_n, \hat{x}_v\}\) to a general coordinate system (e.g., with unit vectors
in the transverse, radial, and vertical directions, \(\{\hat{\mathbf{x}}^\prime\} = (\hat{x}^T, \hat{x}^k, \hat{x}^2)\), such that

\[
\hat{x}^\prime(\theta) = \sum_j A^j(\theta) \hat{x}_e^j, \quad \text{and} \quad A^j(\theta) = \begin{bmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

where \(I\) and \(J\) represent the row and column index of matrix \(A\) and each general component is a weighted
sum of the three natural components, such as \(\hat{x}^\prime(\theta) = \cos \theta \hat{x}_e - \sin \theta \hat{x}_n, \theta\) is the azimuth of the radial
vector \(\hat{x}^\prime\) clockwise from \(\hat{x}_e\), as shown in Figure 1a. For the spherical Earth (Figure 1b), the azimuth of the
radial vector at the source (\(\theta\)) may be different from the azimuth of the radial vector at the receiver (\(\theta^\prime\)),
but for a flat Earth approximation, \(\theta = \theta^\prime\). Note that for a fixed source at \(x_e\), \(\theta\) and \(\theta^\prime\) vary as a function of
and the station (WANG ET AL. 5796) for different receivers. Also, the rotation formula can be applied at either the source or the receiver side.

2.2. Forward Wavefield, Adjoint Sources, and Individual Sensitivity Kernels

Let us first consider the sensitivity kernel for a measurement made on a single source-station pair. The source-receiver plane has a surface azimuth of θ (Figure 1a) at the source and surface azimuth of θ' at the receiver. For the master station at x_s, we define the forward field generated by a Delta-function point source at the station and the station back-azimuth φ = 56.87° at the station and the station back-azimuth φ = 236.87°.

According to equation (2), the rotation formula at the receiver side is given by

\[
\hat{x}^I(\theta') = \sum_k A'_k(\theta') s_k,
\]
where J and k are the index in the general and natural coordinate systems, respectively. For an EGF extracted from the NCF between the Jth component of the displacement at the master station, and the Jth component of the displacement at the source-station pair as \(d^J(x_s, t; x_r)\), its corresponding synthetic Green's function (SGF) can be extracted from the Jth component of the forward field \(u^I(x_r, t; x_s)\) at the receiver and rewritten as

\[
\hat{x}^I(\theta') \cdot u^I(x_r, t; x_s) = \left[ \sum_k A'_k(\theta') s_k \right] \cdot \left[ \sum_j A_j(\theta) u_j(x_r, t; x_s) \right] = \sum_k \sum_j \left[ A'_k(\theta') A_j(\theta) \right] s_k \cdot u_j(x_r, t; x_s).
\]

In the general coordinate system (section 2.1), as the source force direction \(\hat{x}^I\) (e.g., I = T or R) may vary depending on the azimuth of the receiver \(\theta\), the synthetics \(u^I(x_r, t; x_s)\) for all receivers cannot be computed in one single forward simulation. However, based on equation (5), the Jth component of \(u^I\) can be constructed through the weighted sums of \(u_j(x_r, t; x_s)\) (\(j = e, n, z\)), the wavefield generated by a source in the \(\hat{x}_j\) direction, which can be computed for all receivers through one forward simulation (for every \(j\)).

For specific \(I\) and \(J\) directions, we can define an auxiliary matrix \(C^{Ij}\) for a source-receiver pair as

\[
C^{Ij}_{jk}(\theta, \theta') = A'_k(\theta) A_j(\theta'),
\]

where \(j\) and \(k\) are the row and column index of \(C^{Ij}\). Utilizing equation (2), we can obtain the auxiliary matrices for measurements made for Z-Z, T-T, and R-R components as

\[
C^{ZZ} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad C^{TT} = \begin{bmatrix} \cos \theta \cos \theta' & -\cos \theta \sin \theta' & 0 \\ -\sin \theta \cos \theta' & \sin \theta \sin \theta' & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]

\[
C^{RR} = \begin{bmatrix} \sin \theta \sin \theta' & \sin \theta \cos \theta' & 0 \\ \cos \theta \sin \theta' & \cos \theta \cos \theta' & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\]
and expressions of auxiliary matrix for cross-component SGFs can be found in Appendix B. Thus, the corresponding SGFs for these three types of measurements become

$$\hat{x}^Z \cdot u^Z = \hat{x}_c \cdot u_c.$$ (8)

$$\hat{x}^T \cdot u^T = [(\cos \theta \cos \theta')\hat{x}_n - (\cos \theta \sin \theta')\hat{x}_e] \cdot u_e$$
$$+ [-(\sin \theta \cos \theta')\hat{x}_n + (\sin \theta \sin \theta')\hat{x}_e] \cdot u_n.$$ (9)

$$\hat{x}^R \cdot u^R = [(\sin \theta \sin \theta')\hat{x}_e + (\sin \theta \cos \theta')\hat{x}_n] \cdot u_e$$
$$+ [(\cos \theta \sin \theta')\hat{x}_e + (\cos \theta \cos \theta')\hat{x}_n] \cdot u_n.$$ (10)

Clearly, equation (8) states the fact that the SGFs corresponding to Z-Z component EGFs can be extracted from the vertical component of the forward waveform generated by a vertical force, in either the natural or general coordinate system. However, according to equations (9) and (10), the horizontal component SGFs are the weighted sum of the forward fields generated by point sources placed in the east and north directions with proper sine/cosine rotation factors as weights.

The EGF, \(d^J(x_s, t; x_r)\), and the corresponding SGF, \(\hat{x}^J \cdot u^J(x_s, t; x_r)\), can then be used to construct the associated adjoint source function \(f^J(x_s, t; x_r)\) (Tromp et al., 2005). This adjoint source time function should be placed in the \(x^J\) direction \((J = T, R, Z)\) and in practice is injected in all \(x_k (k = e, n, z)\) directions at the receiver as a source vector:

$$f^J(x_s, t; x_r) = f^J(x_s, t; x_r)\hat{x}^J = \sum_k [f^J(x_s, t; x_r)A^J_k(\theta')] \hat{x}^J_k.$$ (11)

The resulting adjoint waveform, \((u^J)^J\), is given by

$$(u^J)^J(x_s, t; x_r) = f^J(x_s, t; x_r) + u^J(x_s, t; x_r)$$
$$= \sum_k [f^J(x_s, t; x_r)A^J_k(\theta')] \cdot u_k(x_s, t; x_r),$$ (12)

where \(u^J(x_s, t; x_r)\) is the waveform at \(x\) generated by a Delta-function source in the \(x^J\) direction at \(x_r\) and \(\ast\) represents time convolution.

Substituting equations (3) and (12) into equation (1), the generic expression for the sensitivity kernel of the \(I-J\) component EGF measurement at a given source-receiver pair becomes

$$K^{IJ}(x_s, x_r) = u^J(x_s, t; x_r) \otimes (u^J)^J(x, T - t; x_r)$$
$$= \sum_j u_j(x_s, t; x_r) \otimes \sum_k \left\{ [A^J_k(\theta')A^J_k(\theta')]f^J(T - t) \ast u_k(x, T - t; x_r) \right\}$$
$$= \sum_j u_j(x_s, t; x_r) \otimes \sum_k \left\{ [c^J_{jk}(\theta')f^J(T - t) \ast u_k(x, T - t; x_r) \right\},$$ (13)

where we drop the \((x_s, x_r)\) dependency of the adjoint source \(f^J\) for more compact expressions. Using the auxiliary matrix shown in equation (7), we can write out detailed expressions for sensitivity kernels of different ambient noise measurements.

### 2.2.1. Z-Z Component Sensitivity Kernels

Let \(I = J = Z\) in equation (13), then we have

$$K^{ZZ}(x_s, x_r) = u_s(x_s, t; x_r) \otimes \left\{ f^{ZZ} \ast u_s(x, T - t; x_r) \right\},$$ (14)

which suggests that the individual kernel for Z-Z component EGFs can be constructed from the interaction of the forward field from a Delta-function vertical point force at \(x_s\) and the adjoint field due to an adjoint source time function \(f^{ZZ}\) injected at the receiver in the vertical direction. Equation (14) shows exactly how sensitivity kernels are computed in Rayleigh-wave type ANAT (e.g., Chen et al., 2014; Wang et al., 2018). The adjoint source \(f^{ZZ}\) is constructed from the measurement made between the Z-Z component EGF and the corresponding SGF at the receiver. In the above expressions, the \((x_s, T - t; x_r)\) dependence of \(f^{ZZ}\) is omitted to reduce symbol clutter.
2.2.2. T-T Component Sensitivity Kernels

Let \( I = J = T \) in equation (13), then we have

\[
K^{TT}(x; x_r, x_s) = K^{EE}(x; x_r, x_s) + K^{NT}(x; x_r, x_s),
\]

where

\[
K^{EE}(x; x_r, x_s) = u_s(x, t; x_r) \otimes [(\cos \theta \cos \theta' f^{IT}) + u_s(x, T - t; x_r)] - (\cos \theta \sin \theta' f^{IT}) + u_s(x, T - t; x_r)]
\]

\[
K^{NT}(x; x_r, x_s) = u_s(x, t; x_r) \otimes [-(\sin \theta \cos \theta' f^{IT}) + u_s(x, T - t; x_r)] + (\sin \theta \sin \theta' f^{IT}) + u_s(x, T - t; x_r)]
\]

This suggests that the sensitivity kernel for measurements on T-T component EGFs can be constructed by the summation of two kernels. The first kernel \( K^{TT}(x; x_r, x_s) \) is from the time convolution of a forward field due to a point force in the east direction, \( u_s(x, t; x_r) \), and an adjoint field obtained by injecting \( f^{IT} \) in the east and north directions at the receiver, with the amplitude modulated by \( \cos \theta \cos \theta' \) and \( -\cos \theta \sin \theta' \), respectively. The other kernel \( K^{NT}(x; x_r, x_s) \) can be constructed in a similar fashion, except that the forward field is now generated by a point-force source in the north direction and the amplitude modulation factors for the adjoint source are \( -\sin \theta \cos \theta' \) and \( \sin \theta \sin \theta' \), respectively. Therefore, two forward simulations and two adjoint simulations are required to compute the sensitivity kernel for a measurement made on the T-T component EGF for a source-receiver station pair.

2.2.3. R-R Component Sensitivity Kernels

Let \( I = J = R \) in equation (13), then we have

\[
K^{RR}(x; x_r, x_s) = K^{EE}(x; x_r, x_s) + K^{NR}(x; x_r, x_s),
\]

where

\[
K^{EE}(x; x_r, x_s) = u_s(x, t; x_r) \otimes [(\sin \theta \sin \theta' f^{RR}) + u_s(x, T - t; x_r)]
\]

\[
K^{NR}(x; x_r, x_s) = u_s(x, t; x_r) \otimes [(\cos \theta \sin \theta' f^{RR}) + u_s(x, T - t; x_r)]
\]

Clearly, the sensitivity kernel for R-R component EGFs is also the sum of two kernels, similar to that for the T-T component kernel in equation (16), except that the adjoint source \( f^{RR} \) and the amplitude modulation factors are different. In practice, once the T-T component kernel is computed, no more forward simulations are needed, and only two additional adjoint simulations are required for constructing the R-R component kernel.

2.3. Event Kernels for Ambient Noise Measurements

Now we consider an event kernel associated with a selected master station at \( x_r \) and a number of receivers \( x_s, r = 1, \ldots, N \). The event kernel is effectively a summation of individual kernels in equation (13) and can be written as

\[
K^{E}(x; x_r) = \sum_{i=1}^{N} u'_i(x, t; x_r) \otimes (u'_i)'(x, T - t; x_r)
\]

\[
= \sum_{i} u_i(x, t; x_r) \otimes \sum_{k} \sum_{j} \left\{ C_{jk}^{ij}(\theta, \theta') f^{E} + u_k(x, T - t; x_r) \right\},
\]

which suggests that computing the event kernel for a selected source station and a number of receivers also requires two forward and two adjoint simulations as in sections 2.2.2 and 2.2.3, except that the modulated adjoint sources for individual receivers are injected simultaneously to compute the combined adjoint waveform (Tromp et al., 2005). In the following, we refer to the kernels constructed by this method as rotated kernels.
Figure 2. (a) Comparison of the reference and rotated seismograms for the station pair CI.STC-TA.U11A. These seismograms are low-pass filtered with a cutoff period of 2 s, that is, the minimum resolving period of spectral element method. The black solid lines are reference seismograms generated by a radial or a transverse point-force source; the red dashed lines correspond to seismograms calculated from the rotation formulas (9) and (10). (b) Waveform differences between the reference and rotated seismograms in (a). Note the amplitudes of these differences are less than 0.001% of the maximum amplitude of waveforms in (a).

3. Kernel Benchmarks Based on Numerical Simulations

In this section, we conduct three groups of numerical simulations based on a 3-D heterogeneous isotropic model to validate the rotation relationships for seismograms (equation (5)), individual kernels (equations (14)–(18)), and event kernels (equation (19)) derived in section 2. All numerical simulations are conducted using an open-source package SPECFEM3D based on SEM (https://github.com/geodynamics/specfem3d) for a 3-D southern California velocity model constructed by Wang et al. (2018) based on Rayleigh wave ANAT. The mesh used for the numerical simulations is the same as that described in Wang et al. (2018) with the accuracy down to a period of 2 s. Throughout this section, we construct multitaper traveltime misfit kernels (Laske & Masters, 1996; Tape et al., 2010; Zhou et al., 2004) between a source (CI.STC) and a number of receivers (Figure 1c) for T-T and R-R component measurements made between EGFs and SGFs. For the purpose of benchmarking, we first perform forward and adjoint simulations by placing point-force sources in the transverse and radial directions to construct the reference SGFs, individual, and event kernels. Then, these SGFs and kernels are utilized to validate the rotated SGF seismograms and kernels, which are actually used for the practical tomographic application.

3.1. Synthetic Green’s Functions

For the station pair CI.STC-TA.U11A (Figure 1c), we first compute synthetics for a unidirectional point-force source polarized in the radial, transverse, and east or north direction, separately (Figure S1 in the supporting information). The two east and north component synthetics, $u_{RE}^E$ and $u_{RN}^E$, of the forward wavefield $u^E$ from a source in the radial direction are rotated to obtain the two reference seismograms, $u_{RR}^E$ and $u_{RT}^E$, where the first upper index indicates the source direction and the second upper index indicates the displacement component recorded at a receiver. Similarly, $u_{TE}^T$ and $u_{TN}^T$, of the forward wavefield $u^T$ from a source in the transverse direction are rotated to obtain the two reference seismograms, $u_{TT}^T$ and $u_{TR}^T$. We also sum up the four north and east component synthetics ($u_{EN}^E$, $u_{EE}^E$, $u_{NE}^E$, and $u_{NN}^E$) of forward wavefields $u^E$ and $u^N$ from sources in the east and north directions with weights to obtain the corresponding four rotated seismograms, $u_{TT}^E$, $u_{TR}^E$, $u_{RT}^E$, and $u_{RR}^E$, based on equation (5). Figure 2 shows that all the four rotated seismograms match very well with the corresponding reference seismograms, with numerical errors lower than 0.001%.
Figure 3. (a) T-T component seismograms of empirical Green's function (EGF; black line) and synthetic Green's function (SGF; red line) filtered between 10 and 20 s for the station pair CLSTC-TA.U11A. (b) The corresponding adjoint sources in the north (blue solid line) and east (magenta dash line) directions. Note the adjoint source in the vertical direction is set to zero. The adjoint sources are weighted by the sine/cosine ratio factors from equation (11), that is, $T = \cos \theta E - \sin \theta N$. (c) Rotated ($K_{TT}(x; x_r, x_s)$, left), reference ($K_{TT}(x; x_r, x_s)$, middle) individual kernel, and their difference ($\delta K_{TT}$, right) for station pair CLSTC-TA.U11A at the depth of 15 km. The corresponding event kernels for all 26 stations are shown in (d). The kernel differences are shown in percentage relative to the maximum value of the reference kernels.

3.2. Individual Misfit Kernels

Using the reference seismogram $u^{TT}$, we first construct the transverse-component adjoint source $f^{TT}$ to generate the adjoint field $(u^t)^T$. The time convolution of the forward field $u^t$ and the corresponding adjoint field $(u^t)^T$ results in the reference individual kernel $K_{TT}(x; x_r, x_s)$ (Figure 3c, middle). On the other hand, the rotated seismogram $u^{TT}$ can also be used to compute the adjoint source $f^{TT}$ (Figure 3a). With the proper amplitude modulation factors (equation (11)), this adjoint source is injected in the east and north directions (Figure 3b) at the receiver to construct the adjoint field, which is then convolved with the two forward fields $u^E$ and $u^N$ to generate two kernels in two separate adjoint simulations (Figure S2) as indicated by equation (16). The summation of these two kernels gives the final rotated individual kernel $K_{TT}(x; x_r, x_s)$ for the T-T component EGF (Figure 3c, left). This summed kernel is almost the same as the reference individual kernel $K_{TT}(x; x_r, x_s)$ with their differences less than 0.1% (Figure 3c, right) at the depth of 15 km. Note
Figure 4. Similar to Figure 3 but for R-R component. The two adjoint sources in the east and north directions are weighted by \( R = \sin \theta' E + \cos \theta' N \).

EGF = synthetic Green's function; SGF = synthetic Green's function.

These adjoint sources are bandpass filtered between 10 and 20 s (same as in section 3.3). These errors are larger than those of the waveform shown in Figure 2b, which is most likely due to increasing errors of the SEM simulation with period as a result of imperfect absorbing boundary condition (Figure S3). Nevertheless, sensitivity kernels with less than 0.1% numerical errors are accurate enough for practical tomographic applications.

3.3. Event Misfit Kernels

For the T-T component EGF measurements at the 26 receivers in Figure 1c, the constructions of a reference and a rotated event kernel entail significantly different numbers of numerical simulations. The reference T-T component event misfit kernel \( K^{TT}(x, x_s) \) is computed by a summation of 26 reference individual misfit kernels, which is performed only for benchmarking purpose and is not practical in real applications of adjoint tomography given its high computational cost. In comparison, the rotated T-T component event misfit kernel \( K^{TT}(x, x_s) \) is obtained by the summation of two event kernels, each of which is calculated by the convolution of a forward field from an east/north direction point-force source and an adjoint field from
Figure 5. Rotated \(K_{TT}(x; x_r, x_s)\), reference \(K_{TT}(x; x_r, x_s)\) individual kernel, and their difference \(\delta K_{TT}\) for station pair CI.STC-TA.U11A at the depth of 15 km in the four narrow period bands: 6–12, 8–15, 15–30, and 20–40 s.

Figure 3d shows the rotated T-T event kernel \(K_{TT}(x; x_s)\) (left panel), the reference event kernel \(K_{TT}(x; x_s)\) (middle panel), and their differences (right panel) at the depth of 15 km. Similar to Figure 3c, the errors between the two kernels are less than 0.1%. The rotation relationships for R-R component individual and event kernels, given by equations (17) and (18), are also benchmarked against the references as demonstrated in Figure 4.

3.4. Sensitivity Kernels at Multiple Period Bands

We further validate the rotated kernels for T-T component at four other narrow period bands of 6–12, 8–15, 15–30, and 20–40 s, as shown in Figure 5. The errors of rotated kernels increase slightly with period but are...
4. Application to Imaging $V_{SH}$ Structures of Southern California

To demonstrate the practicability of our kernel computation method for horizontal-component EGFs, we apply it to Love-wave adjoint tomography based on T-T component EGFs in southern California. In this section, we briefly introduce the data processing procedures to retrieve Love-wave signals from ambient noise, explain the inversion procedures, discuss the data misfit evolution in our adjoint tomography and present our $V_{SH}$ model.

4.1. Data Processing Procedures

In our previous study (Wang et al., 2018), vertical-component ambient noise data are processed to obtain Z-Z component Rayleigh wave EGFs, which are utilized to iteratively improve the earthquake-based adjoint tomographic model M16 of southern California (Tape et al., 2009, 2010). In this study, we extract T-T component NCFs from ambient seismic noise recorded at the 148 stations in southern California (Figure 6) from 2006 to 2012, by processing the north and east component seismograms simultaneously following the three-component noise data processing procedures described by Lin et al. (2008). In total, we obtain 10,869 T-T component NCFs with high-quality Love wave signals, which are then converted to EGFs by taking their negative time derivatives (Wang et al., 2018).

4.2. Inversion Procedures

The inversion procedures adopted here are similar to those of Rayleigh-wave ANAT, as elaborated in Wang et al. (2018). Here, we briefly summarize the inversion iteration procedure with a focus on the Love waves:

1. Forward simulations: For each master station, we conduct two forward simulations with point-force sources placed in the north and east directions, respectively. The resulting four seismograms (north-north
and north-east components from the source in the north, east-north, and east-east components from the source in the east) at receivers are rotated to obtain T-T component SGFs based on equation (9).

(2) Preprocessing: For each EGF-SGF pair, we measure the frequency-dependent traveltime misfits and construct the adjoint sources at three period bands of 5–50, 10–50, and 20–50 s using a multitaper technique (Laske & Masters, 1996; Tape et al., 2010; Zhou et al., 2006). The adjoint sources of the three period bands at the receiver are added up to form the final adjoint source.

(3) Adjoint simulation: The T-T component adjoint sources are rotated to the east and north directions and injected simultaneously at all receivers to generate the adjoint fields, which interact with the forward fields to obtain the two rotated event kernels, respectively.

(4) Postprocessing: Rotated event kernels for all master stations are summed, preconditioned, and smoothed to obtain the final misfit gradient. The scale lengths of the Gaussian function used for smoothing are the same as those in the Rayleigh-wave ANAT study (Wang et al., 2018).

(5) Line search: The optimal step length for the model update is determined based on the line search of a representative subset of 19 master stations (red triangles in Figure 6) distributed almost evenly throughout the study region, following the practice in many other adjoint tomography studies (e.g., Chen et al., 2014; Zhu et al., 2015).

(6) Model update: A new model is obtained using the optimal step length. If the corresponding misfit reduction from last iteration is less than or equal to 3%, the iteration ends; otherwise, the next iteration starts by going back to step 1.
Figure 8. Traveltime misfit histograms obtained for model M16 (green solid bars), M21 (red bars) for the three period bands: (a) 5–50 s, (b) 10–50 s, and (c) 20–50 s. The horizontal axis denotes the cross-correlation time differences (ΔT) between data and synthetics, and the vertical axis indicates the number of windows for a given time shift range. The inset texts show the mean and standard deviation of all misfits in a certain period band for the two models.

Following the above procedures, we iteratively update the initial model M16 using a multiscale strategy to improve data fitting. In the Rayleigh-wave type ANAT, we start our inversion with measurements made only from a long period band of 20–50 s and progressively add measurements at 10–50 and 5–50 period bands when the misfit reduction over iterations from existing band(s) becomes less evident. This strategy is effective and essential for the inversion to avoid being trapped in local minima when the initial model has relatively large misfits (average 2.1 s for 20- to 50-s band for Rayleigh waves). However, for Love waves in this study, as the misfits of our initial model are quite small (on average 0.59 s for 20- to 50-s band), to avoid overfitting the data, we decide to include the measurements of 10- to 50-s and 20- to 50-s period bands simultaneously in the first two iterations (from M16 to M18) and then add the 5- to 50-s band in subsequent iterations. Figures 7a–7c show the line search and step length selection from the first, third, and fifth iteration. The evolution of the total misfit reduction over iterations plotted in Figure 7d shows that the total misfit decreases significantly in the first three iterations before it flattens out. After the fifth iteration, the total misfit shows very little change (reduction is 3%), and the inversion is terminated.

4.3. Inversion Results

We take M21 from the fifth iteration as our final VSH model. In this section, we discuss its improvement over the initial M16 model by comparing the cross-correlation-based differential traveltime measurements and briefly examine the main velocity features of the final model relative to M16.

4.3.1. Traveltime Misfits

Figure 8 shows the histograms of differential traveltime measurements made between EGFs and SGFs for both M16 and M21 model. For the initial model M16, most traveltime misfits at the three period bands are distributed within [−2, +2] s, indicating that M16, built solely on earthquake data, produces good initial fits between SGFs and EGFs. However, the asymmetric distribution of the misfit histograms as well as the relatively large standard deviation (STD) suggests that there is room for improvement. For example, at 5- to 50-s and 10- to 50-s band, the misfit distributions are slightly biased toward the negative side, meaning the shallow structure of the model is on average faster than M16. On the contrary, at the 20- to 50-s band, the distribution is biased toward the positive side, suggesting the velocities are on average slower than M16 at greater depths.

Further comparison between the histograms for M16 and the final model M21 shows that the most significant improvements are obtained for the 10- to 50-s and 5- to 50-s period bands, with the means and STDs of misfits changing from −0.45±0.66 s to 0.04±0.51 s for the 5- to 50-s band (Figure 8a) and from −0.48±0.75 s to −0.17±0.60 s for the 10- to 50-s band (Figure 8b). In the long period band of 20–50 s, the reduction is relatively small with the mean and STD changing from 0.59 ± 1.66 s to 0.48 ± 1.64 s (Figure 8c).

4.3.2. The VSH Model

As Love waves (e.g., in T-T component EGFs) are primarily sensitive to VSH structures, the final M21 model is considered as a VSH model. Figure 9 displays the absolute shear wave speed of M16 (left column), M21 (central column), and the differences between them (right column). The model is masked based on amplitudes
Figure 9. Horizontal slices of shear velocities for model M16 (left panel), M21 (middle panel), and their difference in percentage (right panel) at 5-, 15-, 25-, and 35-km depths.
of volumetric coverage kernels similar to that in Rayleigh-wave type ANAT (Wang et al., 2018). As inferred from the initial negative biases in the misfit distributions for 5- to 50-s and 10- to 50-s bands (Figures 8a and 8b), the $V_{SH}$ in our model is generally enhanced at most parts of areas in the upper crust ($5$–$15$ km), including the southermost edge of San Joaquin Valley and Sierra Nevada Batholith, most of the Mojave Desert, and the Salton Trough Basin, with changes reaching $+6\%$ at the southern area of San Joaquin Valley and Sierra Nevada Batholith at $\sim 5$-km depth. Absolute velocities at the Western Transverse Ranges, the Eastern Transverse Range, and the eastern Peninsular Ranges Batholith are slowed down by $4\%$ in the middle crust (15 km). In the lower crust and uppermost mantle ($\geq 25$ km), $V_{SH}$ generally becomes slower, which is particularly evident at the Central Transverse Ranges, Eastern Transverse Range, and Los Angeles Basin with changes reaching as much as $-4\%$.

The above application demonstrates that it is feasible to carry out Love-wave ANAT and improve the waveform fitting of transverse-component EGFs using multicomponent sensitivity kernels computed based on our framework.

5. Discussions

In the above Love-wave ANAT, we note that the total misfit of Love waves (0.48) in the initial model, $M16$, is significantly smaller than that of Rayleigh waves (1.76; Wang et al., 2018) for the isotropic model, which suggests that the initial isotropic model fits the transverse-component surface waves better than those of the vertical and radial components, and the discrepancies between the final $V_{SV}$ and $V_{SH}$ models indicate the presence of radial anisotropy. In most traditional ambient noise tomographic studies on radial anisotropy, Z-Z and T-T component EGFs are usually combined to invert for $V_{SV}$ and $V_{SH}$ structures (e.g., Luo et al., 2013; Xie et al., 2013). Although we can combine the $V_{SH}$ model from this study with the $V_{SV}$ model from Wang et al. (2018) to generate a preliminary radially anisotropic model of southern California crust, we believe that it deserves a future study by simultaneously inverting both Rayleigh- and Love-wave EGFs with the presence of radial anisotropy. In most traditional ambient noise tomographic studies on radial anisotropy, Z-Z and T-T component EGFs. If R-R component EGFs are also included in the inversion, two additional adjoint simulations (for $K^{ZR}$ and $K^{NR}$) are needed to obtain the R-R kernels.

In section 2, we show that only two forward and two adjoint simulations are required to calculate either individual or event kernels for T-T or R-R component EGF measurements. The derivations of multicomponent kernels can be readily extended to measurements on EGFs of cross-components (see Appendix B). For example, the kernel expression for the vertical-radial EGF is given by

$$K^{ZR}(x; x_r, x_r) = u_2(x, t; x_r) \otimes ((\sin \theta' f^{ZR}) * u(x, T - \tau; x_r)$$

$$+ (\cos \theta' f^{ZR}) * u(x, T - \tau; x_r)).$$

Although we only show examples for traveltime misfit kernels, the expressions in section 2.2 are generic for other types of kernels as long as proper adjoint sources are used. For example, the sensitivity kernel of Rayleigh-wave ellipticity measured at a receiver is given by the difference between a radial and vertical-component amplitude kernel (e.g., $K^{ZZ} - K^{ZR}$), as demonstrated by Maupin (2017) and Bao and Shen (2018). Different from the plane waves used in Maupin (2017) and explosive sources used in Bao and Shen (2018), the use of point-force sources in our method might be more suitable for constructing 3-D Rayleigh wave ellipticity kernels for EGFs from ambient noise measurements. These 3-D Rayleigh wave ellipticity kernels can be used jointly with phase traveltime kernels for future adjoint tomography of ambient noise, providing better constraints on near-surface structures.

Throughout this study, we simply treat the negative time derivative of NCFs as EGFs and ignore the influence of unevenly distributed noise sources on the retrieval of EGFs (e.g., Basini et al., 2013; Ermert et al., 2017;
Stehly et al., 2006; Wang et al., 2014, 2016; Yang & Ritzwoller, 2008). It has been demonstrated that the uneven distribution of noise sources can introduce biases on the retrieved EGFs (e.g., Fichtner, 2014; Tsai, 2009), the extent of which has been estimated by a number of studies based on either analytic methods (e.g., Ermert et al., 2015; Froment et al., 2010; Xu et al., 2018; Yao & Van Der Hilst, 2009) or full wave numerical simulations (e.g., Fichtner, 2014; Tromp et al., 2010; Sager et al., 2017). Fichtner (2014) suggests that carrying out full waveform ANT without taking source heterogeneities and data processing schemes into account could introduce tomographic artifacts. On the other hand, Fichtner (2014) suggests that phase traveltimes measured at narrow bands are much less affected by source heterogeneities, which is corroborated by the similarities of phase velocity maps between earthquake-based tomography and ANT using phase traveltime measurements (e.g., Shen et al., 2013; Yang et al., 2008; Yao et al., 2008). In the application of adjoint tomography to southern California presented in section 4, we build 3-D phase traveltime misfit kernels based on the measurements using a multitaper technique (Laske & Masters, 1996; Tape et al., 2010; Zhou et al., 2004), which are weakly affected by source heterogeneities as demonstrated by Wang et al. (2018). Nevertheless, in the framework of full wave modeling, noise source effects can be accounted for by extending our method to ensemble forward and adjoint wavefields (Tromp et al., 2010) or transforming the actual sources and wave propagation physics into effective sources and wavefields (Fichtner et al., 2017; Sager et al., 2017), which is out of the scope of the current study and may be pursued in the future.

6. Conclusions

In this study, we develop a theoretical framework for calculating sensitivity kernels of multicomponent ambient noise EGFs for adjoint tomography. Our method is based on rotation relationships between wavefields generated by point-force sources acting in the north, east, and vertical directions, and their extension to calculate individual and event kernels. Our efficient multicomponent kernel computation method is validated for individual and event kernels in a 3-D isotropic Earth model based on full-wave numerical simulations and is demonstrated to be feasible for adjoint tomography in a study of $V_{S/H}$ structures of southern California crust. Furthermore, we show that our method can be extended to construct radially anisotropic and Rayleigh wave ellipticity kernels. Our method provides the basis for expanding ANAT from using only vertical-vertical component Rayleigh-wave EGFs to using all the multicomponent EGFs, and it paves the way for imaging radially anisotropic structures of the lithosphere by adjoint tomography based on both Rayleigh and Love waves from ambient noise.

Appendix A: Isotropic Sensitivity Kernels for Different Model Parameters

The expressions for density, shear, and bulk modulus ($\rho$, $\mu$, $\kappa$) kernels of an isotropic model is given by (Liu & Tromp, 2006)

$$
K_\rho = -\rho(x) \int_0^T \left[ \partial_t^2 u(x, t; x_s) \cdot u^\dagger(x, T - t; x_r) \right] \, dt,
$$

$$
K_\mu = -2\mu(x) \int_0^T \left[ D(x, t; x_s) : D^\dagger(x, T - t; x_r) \right] \, dt,
$$

$$
K_\kappa = -\kappa(x) \int_0^T \left[ \nabla \cdot u(x, t; x_s) \right] \left[ \nabla \cdot u^\dagger(x, T - t; x_r) \right] \, dt,
$$

where $D$ and $D^\dagger$ denote the strain deviators for the forward and adjoint wavefield, respectively. Alternatively, we may choose the more commonly used model parameters as density, shear, and compressional wave speed ($\rho'$, $\beta$, $\alpha$) given by

$$
K_{\rho'} = K_\rho + K_\mu + K_\kappa,
$$

$$
K_\beta = 2 \left( K_\kappa - \frac{4}{3} \kappa K_\mu \right),
$$

$$
K_\alpha = 2 \left( \frac{K_\mu + 4}{3} \kappa \mu \kappa \right) K_\kappa.
$$
Appendix B: Auxiliary Matrices for Cross-Component Ambient Noise EGFs

By utilizing the rotation matrix, equation (2), the auxiliary matrices in equation (6) related to the cross-component EGFs can be given as

\[
C^{RT}(\theta, \theta') = \begin{bmatrix}
\sin \theta \cos \theta' - \sin \theta \sin \theta' & 0 \\
\cos \theta \cos \theta' - \cos \theta \sin \theta' & 0 \\
0 & 0
\end{bmatrix},
\]

\[
C^{RB}(\theta, \theta') = \begin{bmatrix}
\cos \theta \sin \theta' & \cos \theta \cos \theta' & 0 \\
0 & 0 & 0 \\
-\sin \theta \sin \theta' & -\sin \theta \cos \theta' & 0
\end{bmatrix},
\]

\[
C^{CT}(\theta, \theta') = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
\cos \theta' - \sin \theta' & 0 & 0
\end{bmatrix},\quad C^{TZ}(\theta, \theta') = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]

(B1)
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